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The State of the Art in Underwater
Acoustic Telemetry

Daniel B. Kilfoyle and Arthur B. Baggeroer, Fellow, IEEE

Abstract—Progress in underwater acoustic telemetry since
1982 is reviewed within a framework of six current research
areas: 1) underwater channel physics, channel simulations, and
measurements; 2) receiver structures; 3) diversity exploitation;
4) error control coding; 5) networked systems; and 6) alternative
modulation strategies. Advances in each of these areas as well as
perspectives on the future challenges facing them are presented. A
primary thesis of this paper is that increased integration of high-
fidelity channel models into ongoing underwater telemetry re-
search is needed if the performance envelope (defined in terms of
range, rate, and channel complexity) of underwater modems is to
expand.

Index Terms—Acoustic signal processing, diversity methods, re-
views, underwater acoustic communication, underwater acoustic
propagation, underwater acoustic telemetry.

I. INTRODUCTION

T HE UNDERWATER acoustic telemetry channel is ban-
dlimited and reverberant which poses many obstacles

to reliable, high-speed digital communications. Prior to the
late 1970’s, there were a few published attempts of acoustic
modems. Analog systems were developed, which were essen-
tially sophisticated loudspeakers, but they had no capability for
mitigating the distortion introduced by the highly reverberant
underwater channel. Paralleling the developments applied to
the severely fading radio frequency atmospheric channels, the
next generation of systems employed frequency-shift-keyed
(FSK) modulation of digitally encoded data [1], [2]. As an
energy-detection (incoherent) rather than phase-detection
(coherent) algorithm, FSK systems were seen as intrinsically
robust to the time and frequency spreading of the channel.
The use of digital techniques was important in two respects.
First, it allowed the use of explicit error-correction techniques
to increase reliability of transmissions. Second, it permitted
some level of compensation for the channel reverberation both
in time (multipath) and frequency (Doppler spreading). The
remainder of the decade saw steady improvements in these
systems. As processor technology improved, variants of the
FSK algorithm that exploits the increased demodulation speeds
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were implemented. While signaling alphabets are much larger
today, the incoherent FSK modems in use have no fundamental
differences from those early ones. However, there have been
tremendous strides in hardware design since their introduction.
Technical issues such as signal generation, demodulation
speeds, and the frequency agility required by high-bandwidth
systems (e.g., filters) initially posed serious obstacles but have
been largely overcome by the relentless progress in processors.
Power efficiency, however, remains a concern for remote
transmitters.

Incoherent systems, however, retain a fundamental trait that
pressed the scientific community to consider other modulation
methods despite the reliability of FSK modulation. The inef-
ficient use of bandwidth of incoherent systems coupled with
the limited availability of bandwidth underwater makes them
ill-suited for high-data-rate applications such as image transmis-
sion or multiuser networks except at short ranges. Larger data
rate-range products required the use of coherent modulation.

Communication channels may be coarsely divided into two
categories according to the performance-limiting quantity,
power, or bandwidth. The division is important in that differing
modulation strategies are appropriate for each. While some
underwater communication channels are, in fact, power-limited
(the long-range low-rate SOFAR channel being one example),
most telemetry applications are bandwidth-constrained. As
such, bandwidth efficient coherent signals play a central role
in current research. The emergent use of coherent phase-based
systems in the last decade is quite surprising considering the
prevailing view in the early 1980’s that the time variability
and the dispersive multipath of the ocean simply would not
allow such modulation schemes. The potential improvements
in bandwidth efficiency (data rate/signal bandwidth) stimu-
lated researchers to challenge this view, especially with the
rapidly developing capabilities for high-speed digital signal
processing.

The early 1990’s have yielded a plethora of published co-
herent systems that moved acoustic telemetry into the horizontal
ocean channel. The seminal work [3], [4] succeeded due to the
use of a powerful receiver algorithm that coupled a decision
feedback adaptive equalizer with a second-order phase-locked
loop. Using quadrature phase-shift-keyed (QPSK) modulation,
a data link of 1000 bit/s at 90 km was demonstrated. The fron-
tier of underwater telemetry now finds researchers attempting to
communicate in ever more challenging channels such as littoral
areas and surf zones. If attempts in such dynamic environments
are to succeed, the community must increase its understanding
of the temporal and spatial coherence of signals with the band-
widths and frequencies typical of telemetry waveforms.

0364–9059/00$10.00 © 2000 IEEE

Ebi
Highlight

Ebi
Highlight



KILFOYLE AND BAGGEROER: THE STATE OF THE ART IN UNDERWATER ACOUSTIC TELEMETRY 5

Fig. 1. Published experimental performance of underwater acoustic telemetry
systems is summarized in this plot of range (kilometers) versus rate (kbit/s).
The channels vary from deep and vertical to shallow and horizontal. In general,
the high rate or high range results are for deep channels while the cluster of
low range, low rate results are for shallow channels. Modems developed by
the research community are represented with diamonds while stars denote
commercially available systems. The range*rate bound represents an estimate
of the existing performance envelope. While there are exceptions, most
reviewed systems are bounded by this performance limit.

One metric for comparing telemetry systems is the maximum
attainable range–rate product. The published results of many
modems with both academic and commercial origins are sum-
marized in Fig. 1. The reader is cautioned that this figure is based
on a large aggregate of channels, some challenging and some
not. Focusing on the historical growth of data rate and range,
however, does not bring to light other important advances in the
underwater acoustic telemetry field.

While there have been several summary articles published
in recent years [5]–[8], we seek to capture the published liter-
ature in the context of specific underwater telemetry research
avenues. As such, we will now examine the progress and chal-
lenges in the areas of channel physics, equalization and car-
rier recovery, diversity exploitation, error control coding, un-
derwater networks, and alternative modulation strategies.

II. TELEMETRY AND CHANNEL PHYSICS

Acoustic telemetry over most channels encountered in the
ocean involves propagation through a random time-varying
medium. Seldom is the additive Gaussian noise channel model
appropriate for representing signal propagation at telemetry
carrier frequencies. Perhaps the only exception to this are
short-range direct path channels in the deep ocean. The
literature on propagation in random time-varying media is
extensive, and much of it is too detailed to be useful as a
robust representation for telemetry systems. In this section, we
discuss aspects of the channel physics which are especially
germane to acoustic telemetry. There are, however, many
additional aspects of the channel physics which must be
included in the design of a telemetry system. Important ones
are the ambient noise environment and transmission loss;
these are well documented [9]. The dominant features of the
acoustic telemetry channel are: 1) it is bandlimited due to
absorption with most systems operating below 30 kHz and 2)
it is reverberant with spreading in both travel time and Doppler
for all but a few systems operating over short ranges along a

single direct path. Just as in telemetry over electromagnetic
channels, there is no single design of an acoustic telemetry
system appropriate for all environments. Maximum ranges
and data rates will both be functions of the channel physics.
Much of this was not well recognized in the design of early
telemetry systems where electromagnetic systems were cloned
for underwater applications.

There have been numerous simulations of acoustic
telemetry channels which attempt to incorporate the channel
physics to varying degrees of fidelity, e.g., [10]–[18]. Many
other papers analyzing algorithm performance also contain
simulations. Unfortunately, high-fidelity modeling of the
channel physics is complicated at the ranges, carrier fre-
quencies and bandwidths, and variability scales which are
relevant. Direct simulation based upon ray paths needs to
include many micropaths and account for boundary and in-
ternal scattering which can rapidly lead to ray chaos; modal
representations at telemetry frequencies and bandwidths
are prohibitively large and do not easily incorporate range
dependencies. Many of these codes, e.g., SAFARI/OASIS
implicitly assume coherence among the multipaths which is
most likely not satisfied at telemetry frequencies; alterna-
tively, parabolic equation simulations across the bandwidth
of a telemetry system are numerically intensive for the rates
at which the multipath structure of the medium changes.
Most of the propagation codes developed for low frequencies
must be used with some care. First, these codes typically
compute a channel transfer function and/or impulse response.
Spatially, they implicitly assume full coherence among all
the rays or modes excited which is usually not appro-
priate at telemetry frequencies. Temporally, the coherence
across frequency, especially assumptions about the phase,
is seldom addressed. Effective signal design for an acoustic
telemetry system requires an understanding about the spatial
and temporal coherence of the channel. In addition, these
codes do not typically introduce time variability. One can
understand why this is often so because of the extensive
computations required for a full bandwidth simulation at
telemetry frequencies; nevertheless, the adaptation capability
of a system is essentially embedded in how it responds to
time variability. There have, however, been some attempts
made for realistic channel simulations using Gaussian
beams and similar approximate representations [19], [20].
Temporal fluctuations are induced by source/receiver motion
and medium variability, and modeling these is important
to understand adaptation issues. Spectral representation for
scattering such as those developed for internal waves [21]
and surface waves [22] have been used, e.g., [6]; these have
been relevant primarily to deep water where good acoustic
models of the scattering are available. Bottom roughness and
the scattering it induces is also important. First, the bottom
introduces travel time spreading when it is rough; secondly,
it couples to Doppler spreading when source/receiver motion
is present since it modulates the impulse response of the
channel randomly.

Communication over random time-varying media where the
signal is time spread, or extended in time, and Doppler spread
where the signal is frequency spread, or extended in bandwidth,
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is a well-studied problem in radar, electromagnetic communi-
cations, sonar, and radio astronomy. There are several useful
characterizations which have as their basis the channel being
represented as

(1)

where is the observed signal, is an additive noise term,1

and is the output of a system with a random time-varying
impulse response, or

(2)

where is the transmitted signal, e.g., a set of pulsed tones
for an multiple phase shift keying (MFSK) system or a dif-
ferential phase shift keying (DPSK) modulated waveform. The
channel is modeled with a random impulse response ,
where the first argumentincorporates the time variability, often
referred to as the Doppler index andas the range, or travel
time, index.

This model has a long history for representing random chan-
nels. It was first used for modeling the reverberation found in
active sonar [23]; the report by Price and Green on a commu-
nication technique for multipath channels is a classic develop-
ment of the model wherein the “Rake” receiver was first de-
scribed [24]. Additional applications may be found in radar as-
tronomy [25]. Several concise summaries may be found in a re-
view article by Bello [26] and the texts by Kennedy [27] and
Van Trees [28]. In spite of having a rich history of its appli-
cation in modeling communication over electromagnetic chan-
nels, its absence is noteworthy in the recent work on communi-
cation over the underwater channel. The literature, in fact, con-
tains numerous approaches to represent channel effects. Many
of these are specific to the modulation signals employed, so it
is difficult to extrapolate results to other signals. Impulse re-
sponses have been measured, but little has been done to convert
them to stochastic measures which are needed for robust system
design. Conversely, acousticians have made numerous models
of transmission loss, coherence, and fading, as well as impulse
responses, but they have not been in a form useful for designing
a telemetry system.

For digital systems, it is useful to use a discrete representa-
tion, or

(3)

where is the modulated signal. The sampling rate is often
chosen to be at the symbol rate; however, the rate may be an
integer multiple of the symbol rate when fractional equalizers
are implemented or even dynamically adjusted to compensate
for Doppler shifts.

The second moments of are quantities which describe
how the channel spreads, or redistributes, power in Doppler and

1Typically, acoustic telemetry systems are “reverberation, or clutter, limited”
and not “noise limited.” Hence, additive noise is not the dominant concern for
most acoustic telemetry systems except for covert ones where low probability
of intercept is an issue. It is, nevertheless, important in determining the perfor-
mance of a telemetry system.

travel time, and they can often be related to the propagation
physics. They provide a stochastic model for the spreading pro-
cesses. The temporal correlation of the output signal is given by

(4)

where

(5)

is the covariance of the time-varying impulse response.2 Two as-
sumptions, termed the wide sense stationary, uncorrelated scat-
tering (WSSUS), are made which are usually appropriate in
acoustic telemetry. The first assumes that scattering at two travel
time delays and is uncorrelated. At the frequencies used
for acoustic telemetry systems, this is usually appropriate. Sig-
nals arriving at different travel times have propagated over dis-
tinct paths, the multipaths, and therefore have been subjected to
different random inhomogeneities. This assumption can break-
down at low frequencies where wave phenomena become im-
portant or for very short separations in travel time where the
paths coalesce. The second assumes that the time variability
represented by the Doppler indexis a wide sense stationary
random process. This is also usually appropriate for acoustic
telemetry. The time variability is introduced as the result of ei-
ther: 1) wave motion, such as surface or internal waves, or 2)
source/receiver motion which often can be separated into a mean
Doppler shift introduced by the mean range rate between the
source and receiver plus a random fluctuation about this mean.
In addition, the motion modulates the impulse response between
the source and receiver, and this is typically a complicated func-
tion at the carrier frequencies employed. These lead to

(6)

where . One may consider the quantity
to represent an ampltitude modulation of the complex transmis-
sion loss with a travel time delay. Physically, this suggests a
random superposition of paths with essentially the same travel
time at the resolution scales consistent with the bandwidth of
the transmitted signal.

There are several Fourier transforms ofwhich have useful
intuitive properties for modeling the acoustic telemetry channel.
The scattering function, also termed the delay Doppler power
spectrum, is given by

(7)

2In characterizing the channel,s is the basic signaling waveform from which
the entire message sequence is constructed by modulating it in some form. The
signals may be a pulsed tone, a sequence of pulses assembled according to a
code, or a combination of tones, again with some form of coding. Modulation
methods which have been used for acoustic telemetry include phase shift keying
(PSK), frequency shift keying (FSK), and amplitude modulation (AM).
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This function describes how the signal power is redistributed in
range and frequency , i.e., an impulsive input is distributed,
or spread, along the travel time axis according to

(8)

and a tone is distributed, or spread, according to

(9)

The scattering function is an important characterization for
coherent modulation systems. Its travel time extent determines
the number of taps required for equalizers to span the multipath
spread; moreover, the distribution within this span indicates
the multipath arrival structure where one can allocate the
tap spacing and delete taps where there is no power. This
is the concept underlying sparse equalizers. In addition, the
Doppler spread at each range delay indicates the bandwidth
required, hence the time constants for any adaptive equalizer.
The time-varying impulse response model and the WSSUS
assumptions need to be applied with some care in wide-band
acoustic telemetry systems. First, the effects of source/receiver
motion may not be well represented by a simple Doppler shift.
A common criterion for this is

(10)

where is the time–bandwidth product of the signal or, more
specifically, of the matched filter in the front end of the receiver,
and is the ratio of the source/receiver motion to the speed of
sound or the acoustic Mach number. Since kn, is
usually approximately 10−3, so relatively large time–bandwidth
products can be represented. This extends to assumptions im-
plicit in the WSSUS model since it is based upon a Doppler
shift representation.

Similarly, one obtains the two-frequency correlation function
by transforming with respect to the travel time index, or

(11)

This function describes the correlation between the complex en-
velopes for two sinusoids separated byat a lag , i.e., two sinu-
soids sampled at the same time have a correlation and
a sinusoid has a complex envelope with correlation .
The two-frequency correlation function is particularly impor-
tant for MFSK systems since it indicates the minimal spacing
between the tonal components needed to maintain statistically
uncorrelated envelopes for diversity.

The scattering function, the two-frequency correlation
function, and other channel characterizations related by Fourier
transform [26] are independent of the transmitted signals used
once the carrier frequency is established, although probing
or measuring them does depend upon the signal used; hence,
they are robust and can be employed to evaluate competitive
signaling strategies. If one further assumes Gaussian statistics,
which is often appropriate, then probability densities, fading

and phase fluctuation rates, and other quantities of interest can
be determined. The most significant advantage of the scattering
function model is that it provides a robust signal-independent
model for channels operating at a given carrier frequency and
bandwidth. One might argue that such a model is not available
a priori; while this is often the case, the scattering function
provides a framework for environmentally adaptive systems
where it may be measured dynamically.

A central issue for designing acoustic telemetry systems is to
match the channel physics to the parameters of the system. Be-
yond the well-understood issue of attenuationversusfrequency
[29] and how it establishes a “curtain” for the maximum range,
typically set at [30]

dB (12)

where is the attenuation at the center frequency andis
the range, there are a number of other aspects of the propagation
which impact the scattering function and two-frequency corre-
lation function.

The impact of the travel time and Doppler spreads for a signal
is often classified by being underspread or overspread. This
is often classified in terms of a travel time spread channel, a
Doppler spread channel, or a doubly spread channel. Typically,
acoustic telemetry systems are spread in travel time and some-
times in Doppler as well.

The important scaling for the travel time spreading depends
upon the reciprocal of the extent of the multipath spread. For
shallow-water channels, this is typically of the order of 100 ms,
implying a frequency correlation length of 10 Hz. The signal
components which propagate efficiently are below the critical
grazing angle at the seafloor, so the late-arriving high-angle
components are strongly attenuated. Moreover, absorption
losses impose an exponential range curtain primarily due to
boundary interactions, which is a strong function of the ge-
ology of the bottom in the 10–20-kHz band typical for acoustic
telemetry. If one wants to operate lower carriers and accept the
lower bandwidths, relatively long ranges (∼100 km) have been
obtained [4].

Deep-water channels separate into two categories according
to the range/depth ratio. For small ratios, the multipath spread is
quite small, especially if the surface and bottom reflected paths
are baffled; consequently, the two-frequency coherence is on
the scale of kilohertz. This channel is probably closest to the
classical memoryless additive white Gaussian noise channel. In
fact, some of the highest published data rates have been ob-
tained over this channel. Long-range, i.e., large range/depth,
ratios are time spread as a result of signficant multipath. The
extent of the spreading is a strong function of the depths of
the transmitter and receiver. If the transmitter is near the sound
channel axis, all rays and/or modes are excited, especially the
late-arriving axial ones. If the receiver is similarly positioned, it
records all these paths as well. Although one might suggest not
operating near the axis, these are the paths which propagate over
long ranges with the least amount of transmission loss, hence,
leading to higher signal-to-noise ratios (SNR’s). Transmitters
and/or receivers positioned near the surface have less multipath
spread since the late-arriving axial rays/modes are not coupled.
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Applied directly, these long multipath spreads imply two-fre-
quency coherence on the scale of 1 Hz since, at frequencies used
for telemetry, the ray paths/modes are uncorrelated; however,
there is a subtle issue if one resolves the individual paths. At the
temporal scales of the resolved paths, the frequency coherence
scales are much larger, typically of the order of 100 Hz.

If a channel has a Doppler spread with bandwidth, it
has a fading time constant on the order of ; therefore, if
a signal has symbol duration, then there are approximately

uncorrelated samples of its complex envelope. When
is much less than unity, the channel is said to be underspread
in Doppler, while, if greater than unity, it is overspread.
When underspread, the effects of the Doppler fading can be
ignored; however, one still must track mean Doppler shifts
due to source/receiver motion for demodulation in coherent
systems and shifting frequency bins in incoherent systems.
If the channel is overspread, one needs to pursue incoherent
combinations of the uncorrelated components of the envelope.
For incoherent MFSK telemetry systems, one wants to use tone
durations less than which typically can be done. For co-
herent systems, the individual symbol duration is underspread,
and sets the adaptation rate for the equalizer.

There are several references where the issue of underspread
versusoverspread signaling is discussed [24], [26]–[28], [31].
The choice of signaling falls within two domains, which are
characterized by the available bandwidth and SNR. While ap-
propriate for the additive white Gaussian noise channel, Fig. 2
(taken from Proakis [31]) represents the choice well. Here the
channel capacity as a function of SNR per bit is plotted
as well as the bandwidth efficiency of several modu-
lation methods at an corresponding to a symbol error
probability of 10−5. The channel capacity is given by

(13)

where is the bandwidth, is the energy per bit, and
the noise spectral density. A system operating with ,
where is the data rate (bit/s), is appropriate for a power-lim-
ited channel as the modulation uses excessive bandwidth but
may operate at lower power levels. The orthogonal signaling
methods in underwater telemetry usually rely on incoherent
rather than coherent detection methods with implications for
the required . If , the modulation methods
(amplitude and phase modulation generally) are suitable for
bandwidth-limited channels as they use bandwidth efficiently
but require excessive power compared to orthogonal signaling.

The nominal Doppler shift induced by source/receiver motion
is given by

Hz/ knot kHz (14)

The impact of transmitter/receiver motion is seldom simply a
shift since there are usually several paths which couple them,
so there is a spread of Doppler shifts which is determined by
the spread of the phase delays of the several paths. There are
two effects associated with Doppler spreading that need to be
differentiated. In the first, there is a simple frequency translation
which is relatively easy for a receiver to compensate for. In the

Fig. 2. Bandwidth efficiency� in bit/s/Hz as a function of SNR per bit
9(energy per bit/noise) as given in [31]. Data is given at a constant error
probability of 10—5. Orthogonal signaling (FSK) is shown with� less than 1
while “efficient” methods such as PAM, QAM, and PSK are shown with�

greater than 1. [Reprinted with publisher’s permission.]

second, there is a continuous spreading of frequencies which
leads to a truly Doppler-spread, not shifted, signal. It is far more
difficult for a receiver to compensate for this effect.

Both the sea surface and/or the sea floor may be rough which
leads to travel time spreading. The usual scale of comparison
for when this roughness becomes significant is the Rayleigh pa-
rameter

(15)

where is the surface rms roughness andis the grazing
angle. When , the surface is smooth and responds as
an “acoustic mirror” and one has coherent multipath interfer-
ence. Alternatively, for , the surface is acoustically rough
and differential range spreading is introduced. In the case of the
sea surface, Doppler spreading which depends on the temporal
spectrum of the sea surface may also be introduced.

The sea surface and its associated processes such as bubble
entrainment and source/receiver motion are the dominant mech-
anisms leading to Doppler spreading. At high sea states, the sur-
face is rough. There is an extensive literature on sea-surface
Doppler effects for telemetry frequencies [32]. For telemetry
systems, fluctuation bandwidths were suggested in [7] based
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upon results of [33] caused by the motion of the sea surface.
These are given by

(16)

where
wind speed in m/s;
the wave frequency in hertz;
the wave height in meters;
carrier frequency in hertz;
incident grazing angle;
sound speed in m/s.

The author suggests that, for successful adaptive tracking, one
needs to underspread by [7]. Typical carrier fre-
quencies around 10–20 kHz and 1–2 kbit/s lead to this criterion
being satisfied for modest sea states. (The issue of the number of
degrees of freedom in an equalizer is also involved; equalizers
with a large number of taps are more complex and tend to track
at a slower rate.) This is representative of the scale of spreading;
however, there are a number of processes such as Bragg scat-
tering at the lower frequencies, etc., that also influence the ex-
tent of Doppler spreading.

Source/receiver motion effects are an important mechanism
since only a small change in separation need occur to traverse
a wavelength which then modulates the multipath interference.
Typically, the paths of concern are the interference between a
direct and a surface-reflected path. In the case of an isovelocity
sound speed field with the source and receiver at the same depth,
the phase difference is given by

(17)

where is the depth of the receiver and is the wavelength,
typically on the scale of 10–30 cm for telemetry frequencies.
Consequently, very small changes in either depth (source or re-
ceiver moving with a surface float or boat) or apparent grazing
angle (change in source/receiver range) lead to substantial in-
terference fluctuations.

Several authors have used acoustical propagation models in
attempts to provide characterizations which can be coupled to
environmental parameters. Some of these are accompanied by
supporting experimental data. References [6] and [11] introduce
the – parameterization used to characterize fluctuations from
internal waves on a single path in terms of saturated, partially
saturated, or unsaturated. They then argue that the multipath
environment in deep water is an uncorrelated superposition of
individual paths. This model is appropriate for totally refracted
paths in the deep ocean which encounter neither the sea surface
nor seafloor.

A number of authors have published channel characteri-
zation papers. Rice [34] summarizes the signaling issues for
acoustic telemetry systems. He tabulates the conditions for
under versus overspread conditions, but does not include any
channel physics or data as part of his discussion. Badiey mea-
sured Doppler spreads (coherence times) for two short range
sites (approximately 200 m) one off New Jersey, the other in

(a)

(b)

Fig. 3. (a) This scattering function was measured in an Arctic environment
(ice-covered surface with no bottom interaction) using a telemetry signal with
a 15-kHz carrier and 2.5-kHz bandwidth. Maximal length sequences were used
as the probing signal. (b) This scattering function was measured in deep water
near the Bahama Islands on a windy day. The frequency spreading induced by
the rough sea surface is evident. The contours are in 3-dB increments.

Delaware Bay from tripods, hence eliminating source/receiver
motions [35]. The data are for relatively low frequencies, up to
3 kHz. At 1-kHz coherence times are very long, on the scale of
100 min, however, just a shift to 3 kHz led to coherence times
on the scale of 1–2 min. Nevertheless, these are quite long for
a telemetry system. He also identified the multipath arrival
structure and monitored through the tidal cycle, demonstrating
the modulation induced by the height of the water column.
In [36], the authors set up a time-varying impulse model for
the telemetry channel, essentially duplicating the original
formulation of the scattering function without referencing the
wide-sense stationary uncorrelated scattering assumptions.

The best collection of scattering function measurements from
a number of locations were made in [18]. Several important
physical phenomena are indicated including the sparse multi-
path, Doppler spreading due to surface waves, and source mo-
tion. Two examples of these measurements are shown in Fig. 3.
These were then used to establish the parameters for both inco-
herent MFSK and coherent DPSK receivers.

Several papers have presented the time variability of the
channel impulse response. In [37], the impulse response for a
short-range (1 km) shallow-water path (Woods Hole Harbor,
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MA) was measured. These results were instrumental in the
development of the coherent, adaptive equalizers. Similarly,
in [38], channel impulse responses were estimated for prop-
agation down slope between a fixed source and receiver. In
addition, probability densities for the envelope and phase were
also measured which are consistent with what one expects for
Gaussian complex envelopes.

III. U NDERWATER CHANNEL SIMULATIONS

An increasing number of researchers have begun to use un-
derwater acoustic channel simulations as an adjunct to their
modem developments. The purpose is commonly to aid in eval-
uation of signal processing algorithms in an attempt to increase
the success of field experiments. Less common are attempts to
use these models to explicitly relate time-varying ocean pro-
cesses to telemetry performance and gain true insight. The dis-
tinction will become clear when we examine how physical ef-
fects are usually incorporated into these models. While there are
numerous modeling techniques for underwater acoustic wave
propagation including modal decompositions, parabolic equa-
tion methods, wavenumber integration algorithms, and finite
difference solutions, the telemetry community has focused al-
most exclusively, and appropriately, on ray theory. In the fol-
lowing survey of published channel simulations, the discussion
will be loosely grouped on how time variability is accounted for
in the models. A short commentary on future modeling chal-
lenges will follow.

The simplest simulations are based on an entirely determin-
istic ray trace that may or may not account for movement of
the transmitter, receiver, or sea surface. In a series of papers,
Zielinski et al. model a shallow-water constant sound-speed
channel [15], [39], [16]. Boundary interactions are character-
ized by a reflection coefficient determined by sea surface rough-
ness and ray angle. Time variability is not explicitly considered.
Zielinski introduces the signal-to-multipath ratio (SMR) as a
metric that governs coherent system performance in the absence
of equalization. Based on the impulse response, he defines the
SMR as the ratio of coherent power in a symbol interval around
the direct arrival (the signal) to the coherent power outside of the
interval (the multipath). The issue of defining suitable metrics
that may parameterize telemetry system performance is a sig-
nificant challenge facing the community in the coming years.

As a next step in complexity, several researchers have
developed models that associate a frequency shift with each
eigenray based on defined boundary and platform motions.
Using a three-dimensional (3-D) ray trace algorithm, Appleby
describes a model that generates successive realizations of an
impulse response for a channel with a moving boundary and
endpoints [10]. The model evaluation is limited to a single
sequence of impulse responses evolving over some tens of
seconds for a particular geometry. Essebbar chose to focus on
the impact of transmitter motion for systems employing arrays
of high directivity [12]. In this model, a piecewise linear sound
velocity profile with no range dependence forms the channel.
The sole linkage to channel dynamics is contained in the
relation between array pointing variance and swell frequency
and amplitude. In a later article, the model is enhanced to allow

for motion-induced Doppler effects [13]. These simple models
are valuable for investigating channel features such as total
temporal and frequency spread. Such information is essential
in designing a modulation strategy for a specific channel. More
complex issues such as adaptive algorithm performance and bit
error rates (BER’s) rely directly on accurate channel statistics
which are considerably more difficult to model.

As an intermediate step to direct modeling of time-varying
ocean processes, some researchers have chosen to make statis-
tical assumptions for the individual arrivals in a given impulse
response. For instance, a common premise is a Rayleigh distri-
bution for amplitude and a Gaussian distribution for phase or ar-
rival time, or equivalently a complex Gaussian envelope. Using
precisely this premise, Galvin [40] simulates a 14-m-deep isove-
locity channel over a 900-m range with realistic bathymetry.
For that example, however, the predicted BER was an order of
magnitude worse than the measured rate. Geng assumes Ricean
statistics for the amplitude and a decaying two-sided exponen-
tial distribution of arrival time for each eigenray [14]. While the
motivation for the simulator structure is discussed in depth, no
model results are given. Grayet al.randomly and independently
attenuate each arrival according to a Gaussian probability den-
sity function [41]. By doing this for successive realizations, fre-
quency spreading is simulated. By introducing time variability
explicitly into their simulations, these researchers are able to ap-
proximate physical effects that, in many cases, pose the limiting
obstacle to successful telemetry. There are, however, two no-
table drawbacks to an assumed statistical model. First, the dis-
tribution moments are free parameters and appropriate values
are simply not known for many channels. Second, error events
under benign conditions are typically dominated by extreme
events associated with the tails of the distribution. While the
statistics near the mean may be well approximated by Rayleigh,
Ricean, or Gaussian statistics, the diversity of noise and distor-
tion sources in the ocean channel may lead to subtle but impor-
tant statistical differences away from the mean. Therefore, one
must ensure that the simulations are consistent with measured
data for extremal events, i.e., the tails of the distribution.

Models with an explicit incorporation of true ocean dynamic
processes are beginning to be presented in the open literature.
The interaction of rays with a moving, wind-forced sea surface
featured in a ray-theory-based simulation developed by Eggen
[18]. While the derived (rather than assumed) statistics still de-
pend on specified parameters, utilization of a physical ocean
model allows parameter selection based on a relatively wide
body of experimental work. Plaisant examined the perturbation
effects of internal waves [42]. The depth and travel time vari-
ance of individual eigenrays is analytically derived from the pre-
scribed internal wave spectrum. A sequence of impulse response
realizations is then generated based on the derived eigenray sta-
tistics. A similar approach for including turbulence effects is
introduced by Bjerrum-Niese [11]. Amplitude and phase vari-
ances for each eigenray are derived from an assumed turbulence
process in accordance with the methodology discussed by Flatte
[21]. While the explicit linkage between models and ocean pro-
cesses is a significant advance, we find two concerns with the
methodology. First, by deriving statistics for each individual ray,
an implicit assumption is made that the rays are uncorrelated
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over any time interval (uncorrelated scatter). Considering the
prevalence of adaptive, coherent receiver algorithms, the coher-
ence of signals and the validity of the WSSUS model are critical
concerns not adequately addressed by these models. A second
related issue is the need to model the true bandwidth of the dy-
namic process. As an example, a slow frequency wander and a
nearly instantaneous frequency spread have vastly different im-
plications even if the process variances are the same.

In summary, underwater acoustic channel simulations are an
important emerging research area. Several modeling aspects are
clear candidates for increased emphasis. Metrics, such as SMR,
must be defined to parameterize telemetry system performance.
Explicit linkage between physical ocean processes and wave
propagation are needed if the models are to augment the value of
field experiments. Finally, adequate treatment of signal coher-
ence (time variability of the channel) may require substantial
modification of existing modeling approaches.

IV. RECEIVER STRUCTURES

While the substantial attenuation of underwater communica-
tion signals as well as pervasive noise sources (anthropogenic,
biological, and wave phenomena) often conspire to reduce
available SNR, the phenomenon of reverberation, in both time
and frequency, has tended to dominate the evolution of receiver
strategies for underwater acoustic telemetry. As becomes
evident from the following review, incoherent receivers have
generally sought to avoid reverberation issues using classical
methods while coherent receivers have struggled to accommo-
date reverberation with new powerful adaptive algorithms. This
dichotomy of recent research effort was apparent in the litera-
ture survey performed in support of this review in that only a
single publication was found to focus on an incoherent receiver
algorithm while 28 publications emphasized a proposed co-
herent receiver algorithm. Overcoming reverberation effects in
the pursuit of higher data rates, in fact, has been and continues
to be a consistent theme. In this section, we separately describe
the evolution of incoherent and coherent digital underwater
acoustic communication receiver architectures in the last 15
years while citing relevant publications. System performance
measures such as data rate, maximum range, and error rates
along with an environmental description were often given in
the publications. As such, the historical growth of performance
is noted along with the evolution of receivers.

A. Incoherent Digital Receivers

Owing to the predominantly linear nature of propagation in
the underwater channel, the frequency content of telemetry sig-
nals remains largely contained within its original band whereas
the amplitude and phase of the signal can vary widely in both
space and time due to reverberation effects as well as fluctua-
tions in the water properties. That observation naturally led to
the use of FSK as the incoherent modulation method of choice.3

FSK systems use distinct tonal pulses to denote digitized infor-

3While we will focus on telemetry missions, FSK architectures were, and
still are, widely used to trigger acoustic release systems. Emphasizing reliability
rather than data rate, development of acoustic releases has not been a driver in
acoustic modem development.

mation. Decisions regarding which tones are sent are based on
energy detected at the output of narrow-band filters. These fil-
ters may be implemented in analog or digital form. The band
edges are derived from the known modulation and, in some sys-
tems, modified to account for any detected Doppler shift. Early
system designs and implementations used low bit rates (<200
bit/s) [1], [43]. The low rates were driven both by the rela-
tively low data rate requirement of command and control mis-
sions as well as the computational capability of existing digital
processing hardware. Morgera’s simulated design already em-
ployed the classical techniques of guard times (delays between
reuse of a tone to allow temporal reverberations to expire) and
multiple frequency diversity (the simultaneous use of several
tones to combat fading, or coherent destructive interference, on
any single tone). His simulated channel was characterized by a
transmission loss, a temporal spreading between 0.5 and 2.4 s,
and a frequency spreading between 0.02 and 0.2 Hz. Garrood
describes 40 bit/s experimental performance in 50 m of water
out to 2 nautical miles under quiet conditions.

The Digital Acoustic Telemetry System (DATS) [2], [37] of-
fered data rates up to 1200 bit/s in conjunction with channel
coding for error protection. The tonal codewords had the de-
sirable property of being of equal energy [44]. These results
were obtained in the harbor at Woods Hole, MA. While the un-
derlying receiver strategy was identical to earlier implementa-
tions (guard times and frequency diversity), the additional per-
formance was largely attributable to a higher center frequency
as well as a more powerful microprocessor allowing the use of
multiple frequency shift keying (MFSK) as well as a phased
array beam. Frequency hopping in this system mitigated the data
throughput penalties of guard times.

An extremely low-data-rate (∼2 bit/s), presumably highly re-
liable, private industry system was developed for monitoring
and control of oil wellheads [45]. Redundant transmissions and
a restricted codebook composed of four tone “words” led to de-
rived statistics, namely a 0.95 probability of receiving a correct
command and a 10−7 probability of executing a false command.
Anecdotal results are given suggesting adequate performance in
100-m depths out to 2 nautical mile ranges.

A 75-bit/s FSK system using 1.5 kHz of bandwidth centered
on 12 kHz is described [46] for transmission of sensor data
from a platform buried in sediment on the ocean floor. The error
performance of the so-called “Super Doppler” system varied
widely during sea trials. No channel probes were available
to allow explanation of the error rate. The use of continuous
frequency sweeps rather than multiple discrete tones for
underwater telemetry was first introduced by Hill [47]. The
benefits of a sweep are essentially identical to those derived
from MFSK systems (e.g., robustness to fading) although
the hardware implementation may be simpler. Two current
commercial systems, produced by Edgetech, Inc., and Orca
Instrumention, respectively, also employ frequency sweeps in
their modulation scheme. Despite the nearly continuous work
on incoherent digital receivers during the 1980’s, no substantive
improvements in incoherent receiver design, except increased
complexity (largely introduced through increased alphabet
sizes) owing to increased processing power, were presented in
the 1980’s.
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TABLE I
SUMMARY OF SEVERAL SALIENT METRICS FORINCOHERENTTELEMETRY SYSTEMS ISTABULATED HERE FOREACH OF THEREFERENCEDSYSTEMS

N/A indicates the data was not available in the published reference. SIM indicates simulated results
rather than experimental. Ranges with an “S” subscript indicate a shallow-water result while a “D”
subscript indicates a deep-water result, typically a vertical channel. Error probabilities are simply typ-
ical of what the authors report. Although bandwidth efficiency is redundant given the data rate and
bandwidth, it is included to emphasize the inefficient nature of these systems.

In the last ten years, incoherent receiver technology devel-
opment has been marked by ever more efficient and powerful
hardware. Reliable long-term autonomous operation was the ob-
jective of one Woods Hole Oceanographic Institution (WHOI)
experiment [48] with a 6-month mooring deployment of a 600-
bit/s system described. The Utility Acoustic Modem (UAM)
under development at WHOI, under the sponsorship of the Of-
fice of Naval Research, represents the state of the art in com-
pact hardware design featuring a 42- in3 form factor, 100 mW of
standby power, and an onboard 60-MHz TMS30c44 processor.
Designed for autonomous vehicle and mooring use, the UAM
has demonstrated 200 bit/s over 5.4 nautical miles in shallow
water off of Cape Cod, MA, using MFSK modulation while it is
capable of supporting any linear modulation scheme. The avail-
ability of powerful microprocessors led to the demonstration of
a 5000-bit/s MFSK system [49]. The overall bandwidth of 20
kHz required to achieve that data rate, however, limited its range
to about 2 nautical miles. The Adjustable Diversity Acoustic
Telemetry System (ADATS) achieves the more modest goal of
1250 bit/s out to 2 nautical miles using 10 kHz of bandwidth
[50]. The wide range of channel conditions present in the ocean
is acknowledged through a user-controllable tradeoff between
frequency diversity and data rate.

The Telesonar system being developed in concert by Data-
sonics, Inc., and the U.S. Naval Command, Control and Ocean
Surveillance Center features 128 simultaneously available
tones [51]. A key element of the Telesonar system is the
use of a Hadamard code to select tones for each word and a
convolutional code to select a hopping pattern for the tonal
alphabet [52]. The particular algorithm spawns from the work
of Proakis on incoherent coded modulation [53]. The increase
in processing power that moved the community from the eight
tones available to DATS to the 128 tones available to Telesonar
has allowed the same underlying receiver algorithm to employ
increasingly complex alphabets and coding approaches to
improve performance.

Table I details the salient characteristics of each of the inco-
herent systems referenced above. If available, the metrics given
for each system are bit rate, coding scheme, range, and band-
width. In the case of coding schemes, redundant transmissions

in time or frequency are the only fundamental technique. If that
redundancy is controlled by a classical channel coding method,
it is so indicated. Clearly, these systems were not intended to
optimize any one of these performance measures and, as such,
readers are cautioned against making conclusions regarding the
contribution of each work based solely on Table I.

With no fundamentally improved incoherent receiver strate-
gies on the horizon, the main challenge facing the incoherent
community is to adaptively optimize the classical modulation
parameters in response to thein situ environment in an effort
to maximize range, rate, and reliability. None of the systems
reviewed currently offer anin situ adaptation capability for de-
termining channel reuse time and setting these parameters. As a
result, systems are designed to operate in the harshest expected
environment and, thus, suffer from unnecessary, often substan-
tial, bandwidth and power inefficiencies.

B. Coherent Digital Receivers

Phase-coherent underwater acoustic communication systems,
in contrast to incoherent systems, have evolved considerably
in the last two decades. Intersymbol interference (ISI) mitiga-
tion and the underlying, often dynamic, mechanism of multipath
propagation have posed the primary obstacles, as discussed in
the earlier section on coherence. In fact, the initial significant
milestones in coherent receiver development, namely the use of
decision feedback equalization (DFE) and phase-locked loops
(PLL’s), were driven by the complexity and time variability of
ocean channel impulse responses. Whereas incoherent receivers
studiously avoid the ISI effects of reverberation, coherent re-
ceivers must actively mitigate it to preserve a reliable phase ref-
erence. In this section, we trace the development of coherent re-
ceivers up to the now ubiquitous jointly optimized PLL and DFE
structures. We then summarize current efforts to reduce the com-
plexity of such algorithms and improve their performance. Al-
ternative receiver strategies to the DFE-PLL structure will then
be reviewed. Finally, we conclude with prospects for future de-
velopment in this area.

As a prelude to the task of estimating and tracking the ab-
solute phase of the transmitted signal, differential phase shift
keying (DPSK) serves as an intermediate solution, in terms of
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TABLE II
A SUMMARY OF SEVERAL SALIENT METRICS FORDPSK TELEMETRY SYSTEMS ISTABULATED HERE FOREACH OF THE REFERENCEDSYSTEMS

N/A indicates the data was not available in the published reference. SIM indicates simulated or design
results rather than experimental. Ranges with an “S” subscript indicate a shallow-water result while a
“D” subscript indicates a deep-water result, typically a vertical channel. Error probabilities are simply
typical of what the authors report.

bandwidth efficiency, between incoherent and fully coherent
systems. DPSK encodes information in the signal phase rela-
tive to the previous symbol rather than to an arbitrary fixed ref-
erence and may be referred to as a partially coherent modula-
tion. As with PSK, one can use an alphabet of N distinct levels
(N-DPSK). While this strategy substantially alleviates the car-
rier phase-tracking requirements, the penalty is an increase in
error probability over PSK at an equivalent data rate. The deci-
sion metric is based on the difference in two measurements and,
thus, increases the incoherent noise component over a single
measurement. For binary DPSK and binary PSK, the difference
amounts to an effective decrease in SNR of 3 dB when signaling
over an additive white Gaussian noise (AWGN) channel. Never-
theless, coherent communication in the 1980’s relied on DPSK
as a compromise between the benefits of coherent modulation
and the consequences of a time-variant ocean communication
channel. The receiver structures were typically simple. The real
passband signal from the hydrophones was coherently demodu-
lated to yield both in-phase () and quadrature () signal es-
timates. A slicer, or decision device, compares the phase of
each symbol to that of the previous symbol. In some instances,
equalizers were included but generally served to reduce already
modest error rates rather than make the difference between a
functional and nonfunctional modem.

One of the earliest descriptions [54] briefly relates a test of
4-DPSK telemetry from the surface to a bottom mooring in 4500
m of water. Error rates less than 10−6were obtained for transmis-
sions up to 45from vertical at a data rate of 4800 bit/s. As was
typical of these early systems, no provision was made for equal-
ization although baffling was often essential to mitigate nearby
reflections in geometrys where the nodes were near the surface
or bottom. A later system [55] was similarly designed for oper-
ation over a deep, vertical 6-km channel. 2-DPSK modulation
with a data rate of 2000 bit/s was tested with error rates of 10−5

obtained. Error rates were substantially higher as the source was
displaced 3 to 6 km horizontally but that was, perhaps, a con-
sequence of the high directivity of the source which remained
in a vertical orientation. The raw digital data was encoded with
the classical techniques of BCH and Reed–Solomon codes. Yet
another system [50], dubbed AUSS, developed by the Naval
Ocean Systems Center employed 2-DPSK and 4-DPSK to ob-
tain data rates of 1200 and 4800 bit/s over 6 kHz of bandwidth.
Operation was restricted to deep, vertical channels. While the
phase-tracking burden is lightened by DPSK, these systems are

as prone as any coherent system is to ISI, which presumably
explains their confinement to deep, vertical channels. An ap-
plication of 2-DPSK to horizontal or vertical channels with the
special property of having a clear time interval between the di-
rect path arrival and subsequent path arrivals [56] was tested
over a short (100-m range), shallow (13-m depth) channel. An
average data rate of 1.6 kbit/s was obtained using 3-ms 10-kbit/s
pulses designed such that the burst ends before the first signifi-
cant multipath arrival. The system failed at 200-m range because
the delay between the first and second arrival became too short.
Variants of this approach are currently being examined by re-
searchers at Lockheed Martin/Sanders and WHOI.

In an early application of spread spectrum techniques to un-
derwater communication, Microlor, Inc., developed a 625-bit/s
DPSK encoded system that overlays a 16-chip/bit spreading
code prior to transmission [57]. Known as direct sequence
spread spectrum modulation, each element (chip) of a bit
sequence (code) is multiplied by the symbol to be transmitted.
The result is transmitted such that the symbol rate remains
the same, thus a -chip/bit code results in a spreading of the
bandwidth by a factor of . In principle, this spreading code
resolves reverberation on a scale of 0.1 ms. Unfortunately, no
experimental results are given.

A trait shared by all the coherent receiver structures described
thus far is that they strive to avoid or suppress ISI. The fol-
lowing systems employ equalizers that seek to undo the ef-
fects of ISI. An application with high bandwidth requirements,
namely transferring an image from a deep submersible vehicle
to the surface, was studied using 4-DPSK modulation over a
deep vertical channel of 6.5 km [58]. Images containing 61 440
pixels (requiring 32 000 symbols) were transmitted every 10 s
(3200 bit/s) with an average BER of 10−4. The system consumed
8 kHz of bandwidth centered on 20 kHz. A linear, adaptive
fractionally spaced equalizer followed by a second-order PLL
was used. Few details are given and, as such, the effectiveness
or even the need for the equalizer is impossible to assess. An-
other DPSK system is under development by the University of
Birmingham [59]. The system emphasizes autonomous opera-
tion over depths under 1 km and allows for three modulation
levels (2-, 4-, and 8-DPSK). The system uses 10 kHz of band-
width centered at 50 kHz. As is typical for many reports, experi-
mental performance is described only generally with claims that
2- and 4-DPSK “worked” and 8-DPSK “did not work.” Table II
summarizes the reviewed DPSK systems.
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None of the investigators reported using any coding in
conjunction with the DPSK systems except for Mackelburg,
who used temporal redundancy, and Suzuki, who incorpo-
rated a discrete cosine transform to compress the images.
While these early phase-coherent systems achieve higher
bandwidth efficiencies [data rate ()/required bandwidth ( )]
than their incoherent counterparts, the expected increase in
range–rate products has not been achieved, presumably due
to the restrictions on channel geometry. For that to happen,
transmission over substantial ranges in a horizontal channel
needs to be demonstrated and, in turn, true ISI compensation,
or equalization, is required.

PSK encodes information in the signal phase relative to a
fixed phase reference. Over comparable AWGN channels with
a fixed transmission power and equivalent data rates, the BER
of a PSK system is lower than that of a DPSK system. This
performance advantage can be used to achieve equivalent per-
formance over longer ranges or with lower power. The cost for
many channels, however, is the need to continuously track the
phase and amplitude variability of the signal due to fluctuations
in the channel impulse response. A multitude of equalizer and
receiver implementations has been presented in the last decade.
A comprehensive review of these potential approaches was pre-
pared by Proakis [60] and offers a concise tutorial to the inter-
ested reader. In all cases, demodulated, digitally sampled data is
linearly combined with filtered versions of past data and, pos-
sibly, past decisions to yield symbol estimates. Variations of this
paradigm can be parameterized in terms of three features.

1) The filtering may be purely linear with only a tapped
delay line of the data streams or nonlinear with the ad-
dition of a feedback loop of filtered previous decisions.

2) The method for adaptively estimating and updating the
filter weights may range from the low complexity and
slow convergence of the least mean square (LMS) algo-
rithm to the high complexity and rapid convergence of the
recursive least squares (RLS) algorithm.

3) The burden of carrier phase tracking is either carried by
the equalization filter or an external PLL.

Other features, such as blind versus decision-directed equaliza-
tion and transversal versus lattice structures, differentiate the
published algorithms much less frequently with transversal, de-
cision-directed approaches predominantly implemented.

As an aid to subsequent discussions, a common and effective
algorithm that combines decision feedback equalization with
a second-order PLL will be described. The essential elements
of that receiver are a set of conventional feedforward taps that
sample the received pressure signal, a set of feedback taps
that provide previous symbol decisions as well as introduce
a nonlinearity into the filtering, and a PLL that attempts to
relieve the tap weight adaptive algorithm of the phase-tracking
task. The feedforward sampling is usually done at an integer
multiple of the symbol rate (e.g., twice) allowing the adaptive
algorithm to perform fine scale synchronization. Under many
circumstances, the most prominent time-varying feature of the
signal is a mean variable Doppler shift. The PLL is capable of
estimating and compensating for this phase offset in a rapid,
stable manner leaving the equalizer to track the complex,

Fig. 4. This schematic illustration of a canonical coherent receiver algorithm is
taken from [4]. The feedforward tap weightsaaa filter the incoming data� while
the feedback tap weightsbbb compensate for residual intersymbol interference.
An estimate of the carrier phaseθ is used to provide phase compensation while
a coarse tuning estimateτ synchronizes the process. The total number of taps
updated isN + N +M .

relatively slowly varying channel response. The stability of
the coupling between these two adaptive processes is still
an open research question [18]. The algorithm structure [4]
is shown in Fig. 4. If a hydrophone array is available, the
structure may be modified slightly to provide an individual set
of feedforward taps for each input data stream. Alternatively, a
preprocessing step may be included that combines some or all
of the hydrophone elements. Algorithm features (e.g., spatial
beamforming and diversity combining) that deal explicitly with
multiple spatial channels will be considered in the later section
on diversity. These and other modifications to the canonical
structure presented will be discussed in conjunction with a
review of the appropriate references below.

The common modulation approaches encode information in
the phase and amplitude of the signal. QPSK denotes signaling
with four phase symbols equally spaced from 0 to 2π. 8PSK
employs eight equal-amplitude equally spaced phase symbols
from 0 to 2π. 8QAM and 16QAM have 8 and 16 possible sym-
bols that vary in both amplitude and phase from each other and
are typically uniformly distributed over an amplitude range de-
fined by a signal power limitation.

The discussion begins with receivers that are similar to that
shown in Fig. 4 and then turns to a description of alternate ap-
proaches. One of the earliest examples of truly phase-coherent
underwater acoustic communication was developed to telemeter
images and commands between a surface ship and a subsea
robot [61]. Quadrature amplitude modulation (QAM) with a
16-symbol constellation was used to transmit 500 kbit/s over a
range of 60 m. The link used 125 kHz of bandwidth centered at 1
MHz and typically contained two principal arrivals, a direct path
and a surface bounce separated by about 11 symbols. A symbol
spaced single-channel decision feedback equalizer using a LMS
update algorithm was able to reduce the output mean square
error from−10 to−16 dB on average, thereby reducing BER’s
from 10−4 to 10−7. While the receiver contained many of the
features of current systems, it was employed on a relatively
benign and highly structured channel. A similar system was
used for telemetry over a 3.5-km-deep vertical channel [62].
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The structure differed from that used by Kaya in that no feed-
back loop was used and sampling occurred at twice the symbol
rate, yielding a fractionally spaced equalizer. The modulation
was 4- and 8-level PSK with a 10-kHz bandwidth centered at
25 kHz. Performance results are purely anecdotal with no de-
tailed descriptions. In both of these examples, the equalizer was
not required for communication at modest error rates (<10−3)
largely because of the simplistic nature of the channels and
solely served to increase reliability.

The first demonstration of phase-coherent underwater
acoustic communication over representative horizontal chan-
nels was published in a series of two papers [3], [4]. Both
reports describe results based on the canonical coherent receiver
structure described in Fig. 4. The first paper is noteworthy in
that it develops the proposed receiver structure from classical
signal processing theory beginning with the multichannel com-
bining and detection approach that is optimal under a maximum
likelihood criterion. Given the substantial length of intersymbol
interference4 present in many practical underwater channels,
the author points out the unacceptable complexity of maximum
likelihood sequence estimation and proposes equalization in
its place. An approach is presented whereby carrier tracking
and equalization are separated, allowing separate tracking
strategies, and jointly optimized against a least square error
criterion. Experimental results are given for transmission of
QPSK, 8PSK, and 8QAM with 0.3 to 1.0 kHz of bandwidth
centered at 1.0 kHz. Transmissions were made in deep-water
convergence zone conditions as well as shallow-water (<50 m)
conditions over ranges of 89 nm in shallow water and 203 nm
in deep water. Error rates were less than 10−4. A suggestive
observation was made whereby a packet was not decodable
with a single hydrophone channel but was decodable with
multiple channels, pointing to the value of spatial diversity.

A linear equalizer with jointly optimized carrier recovery
was proposed for a European image telemetry application
(∼150 kbit/s) [63]. No experimental or simulated results are
given. The algorithm does include an adaptive update of the
PLL gain but, without any results, its value is difficult to
ascertain. A prototype digital acoustic underwater phone was
recently described [64]. Sampled voice data is compressed
and modulated onto a QPSK alphabet. The data is actually
differentially encoded but the equalizer is, in fact, identical to
that proposed by Stojanovic. The carrier frequency is 60 kHz,
the bandwidth is 3 kHz, and decoding is accomplished with
a decision feedback fractionally spaced equalizer. The only
results given are anecdotal performance over a 40-m range in a
10-m-deep laboratory tank where output MSE was−12.3 dB
in one case. In a related paper [65], the same system is used
to compare the LMS and RLS update strategies. The authors
noted the known convergence advantages of the RLS algorithm
but found no steady-state advantage, presumably due to the
lack of channel dynamics. Experimental results were given,
however, for a 4-km vertical channel where an output MSE of
−19.5 dB was achieved for one 500-point data set.

4Channel delay spreads can range up to hundreds of milleseconds. With typ-
ical symbol rates of 1–5 kHz, this leads to ISI exceeding 100 symbols in some
difficult shallow-water channels.

Yet another version of the canonical receiver was tested in
Loch Duich, Scotland, over a 0.9-km range and 100-m depth
[66]. Hardware constraints required the use of binary DPSK
although the equalizer operated as with BPSK signaling. No
explicit carrier phase tracking was used as all platforms were
moored and a front-end beamformer was incorporated although
not described in this paper. The use of a self-optimized LMS
update algorithm, with adaptively modified step gains, was de-
scribed.

An alternative approach to filter weight update in conjunc-
tion with the canonical DFE-PLL structure was undertaken by
the U.S. Naval Undersea Warfare Center [67]. The authors’ im-
plementation of a stabilized fast transversal filter is claimed to
have the stability and convergence properties of the RLS update
but with complexity instead of where is the
number of filter taps. A synopsis of numerous experimental re-
sults is given noting acceptable error rates (<10−3) over ranges
from 500 to 8000 m, data rates from 1.1 to 2.2 kbit/s, and both
shallow- and deep-water conditions.

Another investigation of update algorithms compares an
RLS algorithm, classical LMS, and a version of LMS

with adaptive step gain [68]. The equalizer is linear with no
feedback section or explicit carrier phase recovery and provides
for multiple input channels with separate LMS step gain for
each. Results are given for large depths in the Mediterranean
Sea over a 50-km range and BPSK modulation with a 212.5-Hz
bandwidth centered at 1.7 kHz. Received signals had a 100-ms
delay spread and an average SNR of 18.5 dB. Based on 30 000
symbols, the authors conclude that the fast RLS approach is
numerically unstable while the LMS and optimized step gain
LMS give comparable results. In [69], a the authors describe the
performance of the same receiver following a brief derivation
of optimal MSE for both linear and DF equalizers. With a
seven-element hydrophone array spaced between depths of
100 and 300 m, a 200-bit/s BPSK waveform was successfully
decoded over a 50-km range. Under similar conditions, a
nine-element array spaced between depths of 148 and 151 m
was unable to provide reliable communications, again pointing
toward the value of spatial diversity. The authors cite some evi-
dence suggesting that the equalizer is capable of compensating
for the time dilation and carrier phase drift induced by Doppler
effects in this particular experiment.

A final implementation of the canonical coherent receiver
was designed by Jarvis to transmit 900 to 1800 bit/s over a 4-km
range in shallow water and 8-km range in deep water [70]. The
carrier frequency and modulation method are not given. Five
field experiments are described with mixed results. In one case,
excessive Doppler variation over the packet precluded decoding
largely because no PLL was used and the adaptive equalizer was
unable to track the time variability. In another case, a late ar-
rival in the impulse response generated excessive filter lengths,
again precluding successful decoding. The design goals were
met, however, in the final test.

These authors emphasize a design criteria that the current
community of researchers also deem valuable, namely an al-
gorithm that can autonomously initialize itself without human
intervention. Many aspects of the equalization process are
quite sensitive to such parameters as step factors, forgetting
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TABLE III
A SUMMARY OF SEVERAL SALIENT METRICS FORCOMPLETELYCOHERENT

TELEMETRY SYSTEMS ISTABULATED HERE FOREACH OF THE REFERENCED

SYSTEMS IN THIS SECTION

N/A indicates the data was not available in the published reference. SIM in-
dicates simulated or design results rather than experimental. Ranges with an
“S” subscript indicate a shallow-water result while a “D” subscript indicates a
deep-water or line-of-sight result. Recall that the bandwidth efficiency(�) of
BPSK is 1.0, QPSK, 8PSK/8QAM is 3.0, and 16QAM is 4.0. Error probabili-
ties are simply typical of what the authors report.

factors, and filter support, with proper selection crucial to
reliable performance. The approach of these authors was to
repeatedly reprocess an initial block of data with a range of
equalizer settings, thereby determining an optimal selection
for the remainder of the data. The optimality criterion was
to achieve the smallest output MSE over the specified range
of equalizer parameters. Successful autoinitialization was
experimentally demonstrated in that the parameter set selected
at the outset was held constant throughout the test with all
packets successfully decoded.

A practical implementation of a phase-coherent acoustic
communication system onboard an autonomous underwater
vehicle (AUV) has been described demonstrating the maturity
level of this technology [71]. QPSK modulation at center
frequencies of 3 and 25 kHz with coded data rates of 2500 and
10 000 bit/s, respectively, was employed. Reliable two-way
communication was demonstrated to 4 km (3 kHz) and 2 km
(25 kHz) range in water depths of 10–30 m. Table III offers
a synoptic view of the preceding references with the usual
metrics of modulation, bandwidth, carrier frequency, and
range. As these references demonstrate, the common element
for successful coherent underwater acoustic communication
systems is an adaptive equalizer structure while the inclusion
of a feedback section and a jointly optimized PLL often
dramatically improve performance.

A number of straightforward, yet quite important, modifica-
tions to the canonical structure have been proposed and tested
in recent years. Each addition is geared toward reducing the
overall computational complexity or increasing equalization
and tracking performance of the receiver algorithm. One should
note that these two goals are not mutually exclusive as excessive
adaptive filter lengths are associated with increased noise levels
and poor convergence rates. The potential combination of
lengthy reverberation and time-variant channel characteristics
in the underwater acoustic channel create a clear design tradeoff
for the filter adaptation algorithm. In many cases, this part
of the algorithm requires the bulk of available computational
resources, thereby heightening its significance.

The selection of LMS versus RLS update algorithms based
on channel complexity has been investigated [72], [73].
Unfortunately, the authors only give comparative anecdotal
examples without giving any quantitative algorithm selection
measures. As acoustic communication between moving surface
and underwater vehicles has been and remains an active ap-
plication area, another area of research has dealt with Doppler
compensation. The stability of the interaction between a linear
transversal equalizer and a PLL has been analytically treated
[18]. Under certain circumstances, that interaction is shown to
be intrinsically unstable. One approach to overcoming mean
Doppler effects involves a preprocessing step for each block of
data [74]. The proposed approach involves three steps. By cor-
relating against a known training sequence, the mean Doppler
shift is estimated for each channel. Based on this, the data is
phase compensated for the gross Doppler shift and resampled.
Although the equalizer is capable of accomplishing these
tasks in principle, the preprocessing steps serve to reduce the
tracking burden on the adaptive filters. Finally, the canonical
DFE-PLL algorithm decodes the data, mitigating any residual
or differential Doppler effects.

As a first step toward a model based approach, a generalized
receiver that explicitly estimates and tracks a discrete version
of the delay-Doppler-spread function has been proposed for
use in time-variant severely Doppler spread channels [18].
For the canonical DFE, several structural modifications have
been suggested for reducing algorithm complexity [75]. First,
a sparse updating technique only adapts the filter weights
when the MSE exceeds a certain threshold, thereby reducing
computations for more stable channels. Second, when conver-
gence and stability requirements permit, more efficient update
methods such as LMS or fast RLS may be used instead of
RLS. Third, sparse feedback tap placement may be employed
when the impulse response has a lengthy yet sparse structure
which, in fact, can frequently occur in shallow-water as well
as in deep-water convergence zones. Using experimental data,
the authors demonstrate that each of these approaches can
separately achieve a 75%–90% reduction in computational
load. Their specific test employed QPSK modulation and
5-kHz bandwidth with a 15-kHz carrier in a 3-km-deep ocean
channel over a 3-km range. Other authors have also consid-
ered sparse equalization. Kocic [76] considers the optimal
sparse parameterization for a given channel. More recent
work considers approaches whereby the tap placement and
sparsing is adaptively modified during the decoding process
[77]. In another example that highlights a modification to the
canonical structure, a block DFE architecture is described that
can accommodate fractional spacing and carrier recovery [78].
Simulated results comparing the block-DFE with the canonical
DFE showed a 60% reduction in computational complexity
with improved error rates equivalent to an SNR increase of 1–2
dB. Interestingly, one feature of coherent systems pervades
the community but its use is rarely explained. All reported
systems employ a packetized structure organized into a channel
probe for detection, a fixed sequence for equalizer training,
and a data segment with each packet independently treated
by the receiver. Any issues associated with a continuous
operation mode, therefore, remain largely unexplored with the
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exception of known numerical instabilities associated with the
RLS algorithm. As an example, the variability of underwater
channels is such that the equalization filter support may have to
be periodically updated.

While the canonical DFE-PLL with the modifications de-
scribed above has emerged as an effective receiver algorithm
for a wide-range of ocean channels, results have been reported
for alternative approaches, specifically blind algorithms that can
operate without training sequences and maximum likelihood
sequence estimation approaches for channels with short delay
spreads. Gomes proposed a blind equalization technique com-
bined with a linear transversal filter with a separately updated
predictive decision feedback filter operating on the error signal
between the slicer and transversal filter outputs [79]. The feed-
back filter serves to whiten the input to the slicer. Successful
performance was shown via simulation as well as with experi-
mental data using BPSK data of 120-Hz bandwidth on a 53-kHz
carrier over 1-km range in shallow water. Some difficulties re-
main in compensating for Doppler effects over the block of data.
Earlier work by the same authors sought to apply neural network
techniques to the blind equalization problem with successful re-
sults from the same data set [80].

Another group of researchers has recently proposed a blind
structure that places the recursive whitening filter before the
transversal filter [81] which is, in turn, followed by a PLL. At
a predetermined threshold value of some criterion, the recur-
sive filter is switched to the position of the feedback loop in the
canonical DFE, and a decision-directed mode is adopted. The
authors claim that this transition is stable for sufficient SNR re-
sulting in only small perturbations to the filter values. If channel
conditions rapidly deteriorate, the algorithm reverts to a blind
mode, thereby recovering where a canonical DFE would require
retraining. Results are given for a 20 000-symbol packet trans-
mitted over a vertical link using 4-QAM modulation with 3 kHz
of bandwidth and a 12-kHz carrier frequency, demonstrating re-
covery from a rapid channel deterioration.

In another publication, blind equalization of multiple channel
data was considered [82]. Bessios proposes a bank of linear
transversal filters for each channel with a three-component cost
function. Those components are the conventional constant mod-
ulus term, a term that compares the equalizer output covariance
to the known signal covariance, and an error term that differ-
ences the equalizer outputs. A brief numerical result is reported
but convergence properties are difficult to assess. Although pre-
liminary results are promising, blind equalization approaches
have yet to demonstrate applicability to the range of conditions
the canonical DFE has successfully encountered with experi-
mental data.

Maximum likelihood sequence estimation (MLSE) has
received modest attention in the last few years. One approach
proposed joint channel estimation and data recovery for the
underwater channel [83]. Acknowledging the overwhelming
complexity of the joint optimization problem, an iterative
scheme is described whereby the impulse response is assumed
and then the data is decoded via the Viterbi algorithm. Using
the decoded data, channel identification is performed and the
process repeats. Simulated results are given for a channel de-
scribed by four delay taps. Application of the approach would

Fig. 5. Sample impulse responses from the New England continental shelf
ACOMMS ATD experiment. The modulation was QPSK at 1250 symbols/s with
a 2.5-kHz carrier frequency. It decoded using 957 parameters derived from eight
hydrophone channels and feedback filter.

seem to be restricted to channels with reverberation times small
compared to a symbol and also stable over many symbols. A
more recent work also seeks to apply a Viterbi decoder with
a potentially truncated number of ISI states but relies on an
initial training sequence to estimate the channel for use in
the metric calculation [84]. Experimental results are given
for BPSK modulation with a 500-Hz bandwidth and a 1-kHz
carrier. The site depth was 4 km and the range was 63 km.
MLSE techniques would seem to be, in general, inappropriate
for channel duration beyond some tens of symbols (less if larger
symbol constellations are used) due to the exponential growth
in complexity.

In considering the impressive body of research into coherent
underwater acoustic communication that has taken place in the
last several years, one is struck by the emphasis on ever more
complex algorithms as a solution to ever more challenging chan-
nels. As high-rate communication in littoral and surf zone en-
vironments from relatively high-speed platforms is considered,
this approach may fail as multichannel tap delay line represen-
tations lead to overparameterization of the ocean channel. An
example may serve to clarify this point. As part of the Acoustic
Communications Advanced Technology Demonstration funded
by the U.S. Navy Advanced System Technology Office, a large
database of acoustic transmissions over the New England con-
tinental shelf from moving platforms has been collected.5 The
impulse response shown in Fig. 5 was encountered in one test.
Successful decoding of the 1250-symbol/s QPSK data stream
was accomplished with eight hydrophone channels and a 957
tap filter updated with a self-optimized LMS routine. By ex-
amining the eigenvalue distribution of the time-averaged filter
covariance matrix, however, one concludes that only 68 true de-
grees of freedom are present in the channel. Bridging this pa-
rameterization gap is perhaps the largest challenge facing the
coherent communications community. Such approaches as para-
metric modeling of the channel, precombining spatial filters, or
models for tap correlation properties may yield a reduction in
receiver degrees of freedom and a concurrent increase in equal-
ization performance, but the community must await future re-
search to even know what is possible.

5The ACOMM ATD, with Sanders, A Lockheed Martin Company, as prime
contractor, seeks to transition coherent underwater modem technology to the
U.S. Navy. Communication between surface vessels, submarines, and AUV’s
has been demonstrated in many channels using current USN sources.
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Fig. 6. A signal space representation clarifies the impact of the channel
scattering function on the transmitted waveform. The required temporal and
spectral separation for diversity signaling may be related to the scattering
function extent. As such, the issue of signal design and diversity may be linked
through a signal space formalism, such as is shown here.

V. DIVERSITY USAGE

Classical diversity in a communication system refers to
the availability of multiple, uncorrelated measurements of the
transmitted signal. These measurements may be taken over
different frequency bands, temporal spans, or spatial apertures.
Such diversity is a powerful tool in combatting the effects
of fading channels characterized by a complex amplitude
scaling that is a random variable leading to periods of low
SNR [27]. From a purely statistical perspective, diversity is
achieved when the measurement separations in frequency,
time, space, or bearing are sufficient to ensure the random
variables characterizing the measurements are uncorrelated,
thereby reducing the probability of inadequate SNR on all
measurements simultaneously. Before we discuss the literature
regarding diversity usage in underwater acoustic telemetry
systems, we remind the reader of a useful physical framework
for considering diversity.

A communication engineer considers the underlying phys-
ical channel with the intent of determining an optimal (by some
measure) manner of occupying the total frequency and temporal
spans available for the signal, the signal space. Consider a rect-
angular grid depicting the transmit signal space. Each block rep-
resents a resolved cell. The time space of each cell is, the
frequency of each cell is , the total signal duration is ,
and the signal bandwidth is . Fundamentally, may
be no less than and no more than while may be
no less than and no more than . The signal space may
contain, at most, resolved cells.

A two-dimensional (2-D) convolution of the channel scat-
tering funtion with this transmit signal space yields the received
signal space with the number of resolved cells again dictated
by the time–bandwidth product of the transmitted signal.
The scattering function will “blur” information between cells in
accordance with the temporal spreading extentand the fre-
quency spreading extent. The process is described pictorially
in Fig. 6. In general, one would add two more dimensions to
the signal space representing the resolvable bearings, set by the
overall aperture, and range of bearings, set by the hydrophone
spaceing.

We now tie the notion of diversity into this physical linear
system model. In underwater acoustics, fading is generally
the result of destructive interferences of multiple propagation
paths. For narrow-band signals such as FSK tones, the discrete,

stable paths dictated by ray theory, and unresolved by tonal
signals, may lead to this interference. Even for wide-band
signals, which may be able to resolve these paths, channel
fluctuations may be so severe that individual ray paths may
consist of uncorrelated components and exhibit fading even
when resolved. This latter condition is referred to as saturated
propagation [21]. In contrast, interference between the signal
cells is described as intersymbol interference for temporal
overlap and cochannel interference for frequency overlap. If
the temporal and frequency extent of the scattering function
is and , respectively, then transmit signal cells spaced in
time or frequency by more than and , respectively,
will typically yield a substantially different linear combination
of the unresolved propagation paths, making simultaneous
fades for several transmit cells unlikely. As such, one may
achieve, at most, frequency diversity of order or time
diversity of order . The previously defined condition of
overspread versus underspread may be graphically viewed as
whether and exceed or , respectively. These
measures of the number of diversity channels available (
and ) in telemetry systems are useful and prevalent but,
in the absence of information regarding coherence between
the paths, does not ensure diversity in the classical sense. In
fact, invocation of a wide-sense stationary uncorrelated scatter
(WSSUS) assumption for the scattering function is implicit in
these diversity measures.

A design tradeoff clearly exists where the requirements of
data throughput, decoding complexity, and error probability im-
pose competing constraints on the signal design. Independent
use of the resolvable tones in the available bandwidth maxi-
mizes data throughput but affords no protection against fading
of any one tone. Redundant use of the tones introduces diver-
sity, assuming tone spacing , and increases reliability but
at the expense of data throughput. By decreasing symbol dura-
tion below or, a greater challenge, increasing frequency reso-
lution below , one can begin resolving subsets of the propaga-
tion paths and generate diversity channels. A subtle, yet impor-
tant, point is that when the prospect of adaptively es-
timating the fading coefficients becomes possible. This permits
coherent combining of the diversity channels. We have included
this somewhat tutorial discussion to emphasize the need to in-
tegrate channel descriptions (via the scattering function) with
waveform design (via signal space models) in a unified frame-
work. This is particularly useful for understanding the role of
diversity.

A taxonomy that may be applied to diversity distinguishes
the separating dimension of the diversity signals (frequency,
time, spatial location, or bearing) and whether the diversity
arises from resolving subsets of the channel scattering function
(implicit diversity) or redundantly sending information in an
uncorrelated part of the signal space (explicit diversity). A
common example of implicit diversity is the ubiquitous “Rake”
receiver [24]. In the original implementation, each bit to be
transmitted was represented by one of two waveforms with
bandwidths greater than . This allowed a series of delayed
matched filters to resolve subsets of the multipath which, in
turn, could be coherently combined, thereby reducing the
fading phenomena. Implicit diversity that resolves frequency
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spread is less common. Although implicit diversity does
not require sacrificing bandwidth efficiency, many practical
implementations (such as the Rake receiver) do, in fact,
significantly spread the underlying data signal in frequency to
facilitate simple receiver implementations such as correlators
and avoid intersymbol interference. Rather than obtaining
diversity channels by resolving channel-induced spreading,
explicit diversity redundantly uses the available signal space
to obtain multiple linear combinations of all the propagation
paths. Explicit diversityrequires a reduction in bandwidth
efficiency, a serious issue in the bandwidth-limited underwater
acoustic channel. MFSK systems redundantly use transmit
signal space cells separated in frequency. Classical coding of
the time series redundantly uses cells separated in time. In
many cases, however, the coding used does not spread the
information over time spans greater than the coherence time
of the channel and, therefore, do not provide diversity, merely
coding gain against noise. It is, of course, possible to combine
these approaches [51]. Furthermore, the redundancy need not
be simple repetitive coding [31]. Diversity combining using
hydrophone arrays is an explicit spatial diversity with the
attractive feature of not consuming additional portions of the
time–frequency signal space. As noted earlier, the combined
use of channel scattering functions and a signal space provides
a nearly complete framework for understanding diversity in
underwater telemetry systems.

Explicit frequency diversity has been a component of digital
underwater acoustic telemetry since the inception of the field.
One of the earliest descriptions in the open literature was the
DATS [2]. In that case, a rate 1/2 code spread 4 bit of infor-
mation over 8 of 16 frequency tones. For an experiment in 9
m of water over an 800-m range, frequency separations of 2
kHz near 50 kHz yielded independent paths. Most MFSK sys-
tems in the literature, however, do not measure or estimate the
coherence bandwidth. Instead, the MFSK architecture simply
accommodates the introduction of redundancy over frequency
providing coding gain that may, or may not, stem from diver-
sity. The distinction becomes significant when modeling error
probability. Many of the MFSK systems described earlier in the
review claim to invoke frequency diversity. In the absence of de-
tailed coherence measurements, however, one may only spec-
ulate on the direct value of frequency diversity to any given
telemetry system. As such, our discussion of explicit frequency
diversity here is quite brief in spite of the pervasive presence
of the technique in underwater acoustic telemetry. One simply
cannot infer the role of diversity without careful channel probes.
The current trend towardin situchannel probing in conjunction
with incoherent modulation systems will serve to clarify the role
of frequency diversity in future telemetry systems by allowing
explicit channel coherence measurements.

Explicit temporal diversity has been employed to a limited
extent. The FSK system of Jarvis [45] previously described
includes a repetition of tones 1.6 s apart. A later phase-coherent
system also described by Jarvis [70] transmits a redundant copy
of the signal packet. Experimental results described temporal
separations of 1 s. Although this degree of separation likely af-
forded the system diversity gain, the absence of coherence time,
or equivalently frequency spreading, measurements makes the

assessment difficult. Except possibly for the case of telemetry
from platforms with modest to high velocity, coherence times
in many underwater channels are large enough (or, equivalently,
Doppler spreads are small enough) to require unacceptable
latency for any system employing explicit temporal diversity,
thereby limiting its use.

While explicit frequency and temporal diversity have become
relatively mature additions to telemetry modems over the last
two decades, the use of explicit spatial diversity has only re-
cently become notable. A single omnidirectional transducer in-
herently excites the entire available spatial spectrum. This si-
multaneously achieves both explicit and implicit diversity. Ex-
citing multiple rays yields explicit bearing, or angle-of-arrival,
diversity while the spreading of the signal from a single trans-
ducer to multiple spatial locations gives implicit diversity (de-
pending, of course, on the spatial coherence between the sen-
sors). A receiving hydrophone array allows sampling of this spa-
tial spectrum. With adaptive beamforming, a receiver may ex-
ploit the explicit bearing diversity (if ) while many mul-
tichannel combining techniques (both coherent and incoherent)
leverage the implicit spatial location diversity. Catipovic pro-
posed a use of implicit spatial diversity in an MFSK system
where incoherent square law combining is applied to the spa-
tial inputs [85]. The weights of each channel are derived from
an estimate of its error probability in a similar manner to max-
imal ratio combining. Some experimental data suggested a ver-
tical spatial coherence length of 35 cm for a signal between 15
and 35 kHz over an 800-m harbor propagation path. An anec-
dotal result for 20-m separation is given where the single re-
ceiver probability of error (Pe) was 0.03 while the Pe for the
diversity combiner was 0.0006.

Explicit bearing diversity is more common among coherent
systems, typically taking the form of an adaptive beamformer
(narrow-band or broad-band). All of the work reviewed here
presents algorithms and data suitable for spatial diversity
processing but, in fact, fails to address coherence issues and,
therefore, preclude any conclusions about the contribution
of diversity itself. Henderson describes a pair of six-element
transmit and receive arrays deployed to a 10-m depth over a
muddy bottom and separated by 100 m [86]. Two adaptive
algorithms are used to eliminate all but the direct path arrival.
In this case, no diversity usage is described as the nondirect
arrivals are nulled out and not made available to the decision
process but diversity processing would have been possible. A
similar system was tested in a 100-m-deep Scottish loch over a
1-km range [87]. A four-element array with a four-wavelength
aperture was, once again, used to isolate a direct arrival and
null other propagation paths.

In an early treatment of spatial diversity processing in an
underwater acoustic channel, Wen derives and analyzes an
algorithm he calls the spatial diversity equalizer [17]. While
the algorithm is no more than a multichannel linear equalizer,
the paper makes two novel contributions. First, expressions
for probability of error in the presence of additive noise and
residual ISI are derived that match well with simulated results.
Second, a time-invariant ocean channel is modeled using a
parabolic equation method. Using this model, error probability
is evaluated as a function of receiver placement, number of
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Fig. 7. Results of a study by Stojanovic [88] showing the effect on output SNR of increasing the number of reduced channelsP in the proposed reduced complexity
multichannel DFE. The data come from a 2-kbit/s transmission of QPSK modulation on the New England continental shelf over a 48-km range. The saturation
behavior of the curves clearly points to the possibility of reducing complexity significantly without impacting performance while the rapid rise fromP = 1 to
P = 3 illustrates the value of multiple channels. The parameterN is the support length of the equalizing filters.

hydrophone elements, and tap length. One conclusion is that
the use of hydrophone arrays substantially lessens system
sensitivity to the placement of any one hydrophone. Wen
notes, however, that the complexity of the processing may be
high depending on the weight determination algorithm. One
should note, however, that Wen examines a single realization
of the environment and, as many authors do, fails to clarify the
amount of performance improvement due strictly to diversity,
including the implications for error probability.

Stojanovic addresses the question of complexity for multi-
channel equalization by comparing the performance of two al-
gorithms [88]. The first is the full complexity jointly optimized
multichannel linear equalizer. The second invokes ato
channel narrow-band adaptive beamformer ( and no
temporal taps) followed by a single-channel equalizer for each
of the remaining channels. Experimental results are given for
QPSK and 8PSK transmissions over 15–65 nautical miles on the
New England continental shelf received on a 20-element vertical
line array. A conventional multichannel DFE was used on three
channels of the array. In that case, performance was sensitive to
the precise choice of channels. By preceding the multichannel
equalizer with a 10 to 3 channel beamformer, a 2-dB increase in
output SNR was obtained. More importantly, the sensitivity to
channel selection is eliminated with only a modest increase in
complexity. A suggestive study is summarized in Fig. 7 where
the output SNR for a 2 kbit/s transmission of QPSK over 48 km
is shown as a function of the number of reduced channels,
beginning with . The curves are parameterized by the

support length of the equalizing filter. As Stojanovic points out,
the saturating behavior of the curves clearly points to a tradeoff
between complexity and performance that is largely indepen-
dent of the equalizing filter. The dramatic performance increase
as more than one channel is used is also evident.

In a novel application of spatial diversity, Song extended the
work of Wen to show how spatial diversity and the same receiver
structure can be used to achieve channel reuse factors of 3 and
4 in a multiuser scenario [89]. In another work, experimental
results for a multichannel decision feedback equalizer are given
for a seven-element receive array with one wavelength spacing
[90]. Complexity is addressed by using a LMS update algorithm.
QPSK modulation at 20 kbit/s over 2-km ranges in 100-m
water was sent to demonstrate the value of the multiple spatial
channels. In one cited case, a single-channel DFE had an average
output SNR of 13.2 dB, a multichannel linear equalizer achieved
14.9 dB, and the multichannel DFE reached 17.2 dB over the
same data set. Once again, in the absence of spatial coherence
information, it is difficult to assess the role of true diversity.

Thompson describes an experiment in the Mediterranean that
performed a direct comparison between a nine-element dense
array with 1/3 wavelength spacing and a seven-element sparse
array with a 200-m aperture [91]. Low-rate BPSK transmissions
of 212.5 bit/s with a 1.7-kHz carrier over 50 km were made.
The dense array performed poorly since the SNR was low over
the entire aperture. The sparse array, located separately in the
water column, afforded acceptable error rates with only a single
element. Use of all seven elements further boosted the output
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SNR by 5 dB. The authors point to the diversity available to the
sparse array but, without knowing if shadowing or fading is re-
sponsible for the signal dropout on the short array, the claim re-
mains unsupported. Highlighting the current trend toward larger
receive arrays for coherent telemetry systems, Albonico dis-
cusses results of 2- and 4-PSK signaling with a 62-kHz car-
rier over 1.5 km in 25-m- to 170-m-deep channels [92]. The
48-element vertical line array had a regular spacing of 2/3 wave-
length. Spatial coherence functions are actually given for sepa-
rations ranging from zero to nine wavelengths, revealing a co-
herence length of approximately three wavelengths. In addi-
tion to a study of optimal array aperture, comparisons were
made between a multichannel DFE and a spatial beamformer
followed by a single-channel equalizer. Both appear to perform
equivalently. The case has clearly been made by the underwater
telemetry community that receive arrays significantly improve
coherent system performance.

Diversity continues to play a powerful and sometimes poorly
understood role in successful underwater telemetry. While the
use of frequency diversity in incoherent systems is quite ma-
ture, few systems have thein situ channel diagnostic informa-
tion necessary to optimally match the data to the signal space
or even quantify the available diversity. A related outstanding
issue is a detailed understanding of coherence at telemetry fre-
quencies. For instance, total channel delay spread may be a
poor indicator of coherence bandwidth, yielding significant un-
derestimates if ray arrivals are correlated. Statistical charac-
terizations such as the channel scattering function should be
used instead. Spatial diversity will continue to play a central
enabling role for coherent communication over complex ocean
channels. While future telemetry systems will undoubtedly uti-
lize larger and larger arrays, researchers are already faced with
a substantial complexity management task. Efficient and effec-
tive algorithms need to be developed to optimally exploit mul-
tichannel data short of introducing full jointly optimized multi-
channel DFE receivers. As with frequency diversity, careful and
appropriate measures of spatial coherence are sorely needed.
Currently, questions regarding stability and function of multi-
channel combiners are largely answered with pure speculation
given the absence of statistical characterizations of the spatial
acoustic field.

VI. CODING APPLICATIONS

Coding of communication signals classically falls into
one of two categories: source coding in which redundancy is
removed from the information to be transmitted and channel
coding in which structured redundancy is added to the signal to
provide protection against errors. Both have found widespread
application in underwater acoustic telemetry. As with other
elements of the telemetry system, however, most efforts have
been limited to a straightforward use of solutions derived from
other applications. Many of the systems described already
implement channel coding in the form of block or convolutional
coding of the source bit stream. Having no aspects peculiar to
the ocean, those efforts will not be explicitly discussed in this
section. Instead, we will review recent efforts in the area of
image compression that seek to balance the competing needs

for high image quality and low to modest data rates, as well as
four channel coding algorithms specifically proposed for use in
the underwater channel. We conclude with a brief speculation
on future challenges in this area.

A burgeoning application area for underwater telemetry is in
control and data retrieval for AUV’s. Missions such as mine
countermeasures are aided by real-time transmission of images
from the vehicle to the surface tender. With a single 8-bit frame
of 512 × 512 pixels requiring 262 kbit, compression is essential
for a practical implementation. Researchers from Florida At-
lantic University, WHOI, and elsewhere have been comparing
various compression algorithms in terms of their obtainable
compression ratio and the resulting usefulness of the received
image for typical ocean bottom features. Two common image
compression approaches are the discrete cosine transform
and the wavelet transform. A detailed discussion of applying
wavelet transform ideas to underwater video compression was
given in conjunction with an example whereby a video se-
quence of the Titanic was compressed by a factor of 100 while
retaining good subjective quality [93]. A comparative analysis
of discrete cosine transform and wavelet based approaches
was done using the telemetry subsystem of an underwater
vehicle being developed by the Defense Advanced Research
Projects Agency (DARPA) [94]. Compression ratios of 50 : 1
were more typical in this application. Researchers at Florida
Atlantic University are also examining compression algorithms
in light of underwater imagery [95]. The emphasis in their
work is on efficient vector quantization methods. Anecdotally,
they achieve compression ratios of nearly 250 : 1 but the image
degradation level is not well quantified. The common theme
in all these reports is an effort to leverage unique aspects of
underwater imagery to facilitate compression. One such aspect
is that a typical image contains a few features in an otherwise
uniform background. In addition, significant correlations may
exist between successive images when a static seafloor is
observed from a moving platform and may be exploited by
frame-to-frame compression algorithms.

A common assumption in the evaluation of underwater
telemetry systems is the reduction of the ocean channel to
one with standard fading characteristics, either Rayleigh or
Rician. This simplification often permits analytic performance
estimates useful for forecasting channel coding performance.
Sequential decoding of a long-constraint-length convolutional
code in a simulated Rayleigh faded ocean channel was con-
sidered by Catipovic [96]. Under the assumed conditions,
substantial coding gains were obtained provided the SNR per
bit exceeded about 13 dB. The poor performance at a low
SNR, typical of sequential decoders below a certain threshold,
poses an obstacle to using a coding solution such as this for the
extension of telemetry into ever more challenging environments
where the SNR is severely limited.

In a recent work, a proposed mapping of available frequency
tones in an MFSK system to Hadamard code words integrated
the use of frequency diversity and channel coding [53]. There
were three noteworthy contributions from this work. First,
the use of equal weight code words (constant power) results
in some simplification of the receiver (also implemented in
DATS). Second, Proakis brings the techniques of concatenated
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coding to the underwater telemetry community, highlighting
their high coding gains for a given coding complexity. Finally,
and perhaps most importantly, the exploitation of frequency di-
versity with coding rather than simple redundant transmissions
was shown to offer substantial increases in error protection
against Rayleigh fading channels.

An incoherent modem under development by the Naval Com-
mand, Control and Ocean Surveillance Center, RDT&E Divi-
sion, combines these two approaches by concatenating a long-
constraint-length outer code with a Hadamard inner code [52].
As with the previous works, results are only given for a sim-
ulated Rayleigh faded channel. A novel scheme is proposed
whereby the tonal alphabet hops from time slot to time slot in
predetermined manner, enabling multiuser scenarios by giving
each user a unique hopping pattern. The patterns are chosen to
minimize the occurrence of “collisions” in the signal space. The
coding redundancy coupled with a clipping procedure invoked
when a strong user collides with a weak user can accommodate
several collisions in a codeword. A comprehensive evaluation
of the system must await experimental results.

A trait shared by most coding applications is the reduction
in true data rate due to the introduction of redundancy. An
alternate approach to obtaining the redundancy without a com-
mensurate data rate penalty is to expand the signaling alphabet,
a technique known as trellis coded modulation (TCM). The use
of TCM as an outer code subsequent to coherent equalization
and demodulation has been shown to significantly improve
modest error probabilities in simulations [97]. The previously
mentioned ACOMM ATD program has experimentally demon-
strated this performance. A more compelling challenge will
be to integrate TCM into the decision feedback architecture in
order to lower the SNR threshold for reliable DFE operation.
The relative paucity of papers discussing channel coding issues
in the underwater channel should be seen as a call for more
substantive work in this area.

The ocean environment poses requirements that may well ad-
vance coding techniques into heretofore unexplored regimes.
Specifically, the limited bandwidth severely penalizes exces-
sive redundancy while the substantial link latency discourages
classical solutions such as automatic repeat requests. As an ex-
ample, the use of long-constraint-length codes in an environ-
ment where the statistics vary on time scales comparable to the
constraint length may pose challenges for low rate applications
to adverse channels. As another example, attempts to expand
the performance envelope of coherent telemetry systems will
likely require a close integration of the DFE and decoder in de-
cision-directed algorithms. The absence of high-fidelity channel
models that capture both the reverberant and dynamic character
of the ocean, which precludes obtaining estimates of the com-
plex envelope statistics, may well hinder progress in both of
these areas.

VII. U NDERWATER ACOUSTICNETWORKS

The last five years have witnessed a surge of interest in un-
derwater acoustic networks. Although sporadic interest in mul-
tiple point communication is found in earlier literature, the rel-
atively recent emphasis on synoptic, spatially sampled oceano-

graphic surveillance has provided an impetus to the transfer of
networked communication technology to the underwater envi-
ronment. One vision, called the Autonomous Oceanographic
Surveillance Network (AOSN), is promulgated by the Office of
Naval Research (ONR) [98]. It calls for a system of moorings,
surface buoys, and AUV’s to coordinate their sampling via an
acoustic telemetry network. A functioning underwater acoustic
telemetry network is clearly a key component of such an archi-
tecture. While the relevant literature in this area is quite sparse,
we review published accounts of the classical multiple access
strategies of code division multiple access (CDMA) and time di-
vision multiple access (TDMA) as well as spatial division mul-
tiple access (SDMA), which is perhaps unique to the underwater
channel.

Each of the classical multiple access strategies face obstacles
when confronting the underwater channel. The comparatively
slow speed of sound underwater leads to substantial latency in
transmissions. Substantial one-way travel times set a significant
minimum transmission time irrespective of information quan-
tity. This latency compromises the usefulness of TDMA. The
well-known bandwidth limitations pose clear difficulties to fre-
quency division multiple access (FDMA). In addition to the
spectral limitations, CDMA suffers from the severe channel re-
verberation that may lead to degradation of the code correlation
properties, i.e., smaller codeword distances. Insufficient channel
coherence time may also limit the processing gain for large
spreading factors. Another unique obstacle noted by researchers
is the limitation on available energy [99] which penalizes redun-
dant transmissions. Optimization of power usage was consid-
ered by Northeastern University in demonstrating the tradeoff
between many closely separated nodes and fewer widely sepa-
rated nodes for a fixed range [100].

Several protocols have been suggested for use in underwater
acoustic networks. Adapting a strategy used in packet radio net-
works, researchers from Northeastern University presented a
decentralized system where the nodes adaptively learn the net-
work parameters such as node numbers, link quality, and con-
nectivity [101]. Modifications aimed at decreasing delay and re-
transmission attempts are introduced. The price of an adaptive
network, however, is a high control packet overhead (2000 bit
per control packet in one example). Performance in the face of
frequent link outages would seem to be a concern. No exper-
imental results are given. In another report, an asynchronous
access approach is presented whereby nodes transmit packets
on demand [102]. In the absence of an acknowledgment, the
node waits a preset time, depending on its priority level, before
transmitting again on the common channel. The network per-
formance, either experimental or simulated, is not reported. In
fact, none of the reviewed papers report typical network metrics
such as latency, packet retries, or channel usage. As a first step
toward a CDMA-based network, Boulanger reports on a design
methodology for variable-length spreading codes [103]. Exper-
imental results are given for a 520-Hz-bandwidth 1666-Hz-car-
rier spread spectrum signal. Spreading factors of 63 and 72 were
considered, leading to over 18 dB of pulse compression gain at
the receiver. The work did not, however, provide for multiple
sources. As such, channel-imposed degradation of code corre-
lation properties was impossible to evaluate.
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A protocol particularly suited to noncoherent signaling was
presented that relies on unique frequency hopping patterns for
each node to allow multiple access [104]. The network is initial-
ized with a coordinated transmission of channel probes to ascer-
tain channel parameters followed by transition to the higher rate
frequency-hopped spread spectrum protocol. Protection against
residual multiple access interference (MAI) is assured through
error-correction coding. As with the other reports, no network
performance in terms of conventional measures is reported. Fi-
nally, a summary of several of the published attempts at under-
water acoustic networks is given by Johnsonet al. [105].

The Acoustic Local Area Network (ALAN) implemented in
Monterey Canyon off the California coast is briefly described.
A master node located on the surface polls a network of bottom-
mounted nodes over an essentially vertical channel. A form of
TDMA is implemented whereby latency is adaptively estimated
and accounted for in the flow control. A similar network was
evaluated in an ice-covered New Hampshire lake as well as
in the Arctic. The experimental work was mostly limited to
quantifying link availability rather than full-scale network per-
formance. Nevertheless, these efforts stand out as virtually the
only open ocean testing of an underwater acoustic telemetry
network. It would appear that the difficulties in establishing a
point-to-point link in the ocean have delayed substantive work
in network architectures.

The complex spatial reverberation behavior of underwater
acoustic channels gives rise to the possibility of using mea-
surements from a spatial array of hydrophones to discriminate
multiple cochannel users. The underwater acoustic channel,
acting as a multimode waveguide, is quite unique in this respect.
One might call this approach spatial division multiple access
(SDMA). A hybrid approach has been suggested whereby a
multichannel receiver is used to augment the cochannel inter-
ference suppression afforded by classical CDMA techniques
[106]. Under some stringent statistical assumptions, an analytic
expression for optimal mean square error of two receiver
versions is derived. The first version, a centralized receiver,
simultaneously makes decisions regarding all user’s symbols.
The second version, a decentralized receiver, has access to
multiple channels but only makes decisions regarding one user.
Experimental data is given for two users separated by 5 m in a
shallow 18-m water column. With a 2-kHz-bandwidth BPSK
signal centered at 15 kHz, two asynchronous users transmitted
with spreading factors of six and a 10-dB power level differen-
tial over a range of 750 m. The system is anecdotally reported
to have been successful.

Recognizing the potentially large complexity of a centralized
multiuser receiver, the performance impact of using a decentral-
ized receiver with a many-to-few spatial channel precombiner
prior to a conventional multichannel DFE has been examined
[107]. The authors show that substantial complexity reduction
may be achieved with minimal performance loss in some cir-
cumstances. A separate data set with 1-kHz bandwidth signals
and spreading factors of 3 are reported for a deep-water (2500 m
depth) channel [108]. Range and bit error rates are not reported.

Multiuser detection relyingentirely on the unique arriving
spatial structure of each user’s signal has been proposed using
a two-stage filter [109]. The first stage is restricted to spatial

taps while the second stage is restricted to temporal taps. Each
is adapted at separate rates using a novel, perhapsad hoc,en-
ergy metric. The algorithm was tested on a multiuser data set
constructed by superimposing two QPSK single-user data sets
taken in shallow water at 18 and 30 nautical mile ranges. While
the signal bandwidth was 166 Hz, no carrier frequency is spec-
ified. Error rates are derived from output SNR measurements
assuming Gaussian noise statistics. While presumably the ef-
fectiveness of SDMA is a strong function of the user impulse
responses, this work and others only report success anecdotally
for specific channels. Substantive conclusions must await more
widespread testing. Nonetheless, this unique approach to under-
water acoustic networks may offer promising solutions to the
obstacles presented to TDMA, FDMA, and CDMA.

The combination of large latency compared to message
size, limited bandwidth compared to data rate, and constrained
power resources all conspire to challenge the development of
a successful underwater acoustic network. In fact, as has been
described earlier in this review, even point-to-point telemetry
links, the fundamental unit of a network, remains an active area
of research. As AUV’s mature and the vision of a collection of
ocean surveillance platforms acting in concert becomes closer
at hand, research into underwater acoustic networks should
swell. Adapting classical protocols to the unique constraints of
the ocean channel and even developing completely novel ap-
proaches, as in the case of SDMA, will be the future challenge.

VIII. A LTERNATIVE MODULATION STRATEGIES

FSK and QAM, in their various forms, have dominated dig-
ital underwater acoustic communication applications. Some re-
searchers, however, have begun to explore alternative modula-
tion schemes motivated largely by the need to mitigate temporal
reverberation of the channel. We will review published applica-
tions of multicarrier modulation, parametric transduction, and
several others.

Multicarrier modulation (MCM) is implemented by dividing
the available bandwidth into a sequence of subchannels. Sig-
nals confined to each of the subchannels are generated and may
employ any form of coherent or incoherent modulation. In fact,
multiple frequency shift key (MFSK) signaling is one form of
MCM. Typically, the bandwidth of the subchannels is a small
fraction of the overall bandwidth leading to two principle ad-
vantages. First, the power allocated to each subchannel may
be explicitly controlled. In principle, this is required to achieve
channel capacity in a colored noise environment. In practice,
this requires detailed knowledge of the ocean channel by the
transmitter and is difficult to achieve. Second, if the inverse of
the subchannel bandwidth is significantly larger than the ocean
channel delay spread, the energy associated with intersymbol
interference is much less than the total symbol energy and may
often be neglected. One of the earliest self-proclaimed MCM
implementations was, essentially, an MFSK system where bi-
nary FSK is to be transmitted over a set of subchannels [110].
An experimental demonstration used 3.6 kHz of bandwidth to
transmit 250 bit/s up to 2 km in less than 30 m of water. BER’s
were typically less than 10−4. A unique challenge facing co-
herent MCM is the need to estimate and track each subchannel.
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The lower signal bandwidths on each subchannel, compared to
the channel variability rate, severely restricts the performance
of any adaptive algorithms and alternative channel estimation
approaches may be needed. A recent MCM proposal employed
orthogonal simultaneous pulse shapes for a data sequence and
a training sequence [111]. Although their simulated results ap-
pear promising, the combined effects of the bandwidth expan-
sion required to obtain orthogonal pulse shapes (a factor of 4)
and devotion of half the power to the training sequence may well
erode any advantages of the system over current approaches.
Other discussions of MCM may be found in the literature but,
lacking any experimental results, the value of MCM to under-
water telemetry is yet to be shown.

While spread spectrum modulation has been proposed and
generally discussed for applications such as multiple user ac-
cess and covert signaling, a detailed report of experimentally
obtained processing gains for a variety of spreading sequences
has been given by Loubet [112]. A 2-kHz carrier with 500 Hz of
bandwidth successfully conveyed 80.6 bit/s over 5 nm using a
family of Gold codes. The 9-dB processing gain was sufficient
to overcome an SNR of 0 dB except during any substantial fades.
Gold codes (64 bit) were used to obtain 18 dB of processing
gain, enabling operation over 45 nm with an average SNR of−5
dB. The signal parameters were slightly different with a 1.5-kHz
carrier, 375-Hz bandwidth, and a data rate of 35.7 bit/s. Using a
unique 72-bit code, BER’s less than 0.2% were achieved under
an SNR of−14 dB, implying most, if not all, of the expected
18.5 dB of processing gain was achieved. At some point, one
would expect channel coherence issues to limit the amount of
processing gain obtainable, but that analysis must await further
research.

As a final example of an alternative modulation strategy, Sari
has proposed digital pulse position modulation (PPM) [113].
Voice data with an encoded digital rate of 2.4 kbit/s is modu-
lated onto a 70-kHz carrier. Each symbol is 1 ms in duration
with the data denoted by which of eight time slots within the
symbol interval contains energy. Multipath effects are explicitly
ignored and test results are only given for two benign labora-
tory conditions. Sari also proposes joining the PPM technique
with optical modulation of an underwater laser. Once again, the
test results are given for exceptionally mild laboratory condi-
tions.

Parametric transduction is not, strictly speaking, a mod-
ulation method. By exploiting a nonlinear response of the
underwater medium, a small, high primary frequency source is
able to transform a region of water into a large, low secondary
frequency source. All of the modulation approaches discussed
thus far may be projected by these sources. The primary
advantage of the system is the ability to generate highly
directive low-frequency signals with obvious applications to
multipath reduction. The primary disadvantage is the sub-
stantial power efficiency penalty incurred. A currently funded
European research initiative, PARACOM, has developed and
tested parametric arrays. Coateset al. have built and tested a
system with a 300-kHz primary frequency array that drives
a 50-kHz secondary frequency [114]. DPSK signals with
10-kHz bandwidth were successfully transmitted in two benign
environments, namely dockside and over 130 m in a freshwater

lake. Although the results are promising thus far, definitive
conclusions must await application in less benign channel
conditions. In work directed toward confirming the distortion
effects of the conversion process, Loubet reports results from
a parametric array with a 50-kHz primary frequency and a
6-kHz secondary array with up to 8 kHz of bandwidth available
[115]. He reports FSK signals conveying 2 kbit/s over a 2-km
range with a BER less than 10−4. Highlighting the severe
power requirements, the secondary array of his system had an
effective source level 40 dB less than that of the primary. A
potential issue not addressed in either of these publications is
the high pointing accuracy requirement that highly directive
sources demand. Perhaps future results will clearly contrast
parametric transduction with more common systems, allowing
more useful assessments.

While these alternative modulation strategies may eventu-
ally make substantial contributions to the underwater acoustic
telemetry field, careful comparisons with existing, successful,
approaches in a wide variety of channel conditions are sorely
needed. Many factors including power requirements, data rates,
error rates, computational complexity, and range compete to de-
fine a system. Only by fairly comparing approaches within this
set of common metrics may the worth of an approach be truly
understood.

IX. CONCLUSIONS

The early 1980’s saw telemetry systems capable of achieving
a data rate * range product of approximately 0.5 km*kbit. By
the mid-1990’s, fielded systems were achieving nearly 40 km
* kbit in shallow waters and approximately 100 km * kbit in
deep waters. Much of this advance came with the introduc-
tion of coherent modulation systems and the concurrent avail-
ability of processors that could support the complex receiver al-
gorithms. Many other important advances have been made in
the areas of high-rate incoherent modulation and error control
coding. Nonetheless, modem operation in more adverse chan-
nels would seem to require explicit incorporation of the un-
derlying ocean telemetry channel physics. Acoustic propaga-
tion models tailored to telemetry applications are sorely needed.
Channel characterization that captures the time variability of the
channel is a necessary component of these models. With sucha
priori knowledge in hand, one may envision model-based re-
ceivers that can efficiently represent the challenging littoral and
surf zone environments currently under consideration. While fu-
ture research directions remain open to discussion, this review
has made clear the expanded breadth of research in underwater
acoustic telemetry that has grown over the last twenty years.
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